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et s subscrpton- base video steaning glatforn that hs one of e
Torges market shares i Japan. n he pes few years,our businessgrew
{apidly. and our Gl 1 infastuctor could o longer kesp pace. e needed
o upgade our systen.

Ourpreious MySQL custr was hard 0 csl,and, when the sever
experenzd igh conzurrny,th custr had igh tency. T sove thece
prodlams we migrated ou data to TIDB, an open-seurce. disrbred SO

the WS protocol and werks perfctly o our ARM srchitact.re Thanks to

TIOB, e are abl t provids ur users with more qualyserice

111t share with you why wechose  put o dats in D8 and run
ion ARM. s, 1] povide the detale berchimaring st of TDB on ARY
ot stony con help you i the fight datatase soluton or your
sppication,

= Why we chose TiDB to replace MySQL

Befors e migrted to TIOB e used MySCQL. To boost t database
pertomance,

ese i,  for o MySQL Pros 0 5pie raal anl wite
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e, tis implementation had several suss:
« The Atasproject wasrarely malrtaned. 3 bug occurred, our
enginesringteam it hav th ressurce e by themelve.
s paiful 0 sl it th back-sn MySC. cister,
s th sever concurrency rose theltency alsoskyrocketed,
e reiewed th difficulies we faced and the new rcpiemens of our
usines,an e decided 0 migrate T & e database hat

For example, e had 3 table that graw by 100 milion rows avery morth.
Eueryuser ogin o ta scces tht s the catabse couint
el ot might seriuly impac cur senice quaiy.

1 ighly svaiable. We hopec that e coult upgrade an scle ot the
e catabase i,

« Has an active community and avalable tech suppert. One poteil
problem ofusing an open source preject s that the author may sop.
mainaiing . Theefor, i’ important that e can get g te,
susainabl ech suppart

» Cost fowfor migrtion. Migrating 0 3 new esatce = rousiézame

o, bt 20 Secause s have 9 sl th applcaton sace. So e
oped to cnangethe cods 3 e as possible.

Toking thes points nt consi e belved thot T02 v the best
oaton for U-Next, T8 i  dtrbute dotb
vty A,

ot provides horzontal

‘which s proof of ks actve commonity. Lost but ot st s MySQL

Compatite. We only needed 15 aler & smalpart of out code (o tegrat the

spplcaion nio 105,

= Why we run the mission-critical TiDB database on
ARM

61 metianed, we un Tl o the ARM arcitcty

Companies e arthle e, it may seam unusual A e

e major iy
R —

+ ARM processors are lessexpensive 5 thy re moresufae forsmal
and mecium sized comparics.

« TIOB has been afficiallytestd and verfied on ARM. SingCAP the tean
ehing TIDB, susc n offis nchaking repartfor ARV and -
4 a0 confimec st TIOR s compatslny e with ARV,

. Sble, U-Nert

jenced

foryears, and s b going wel Our engineering lean s xpe
in mantaining AR,

Theefore,we decded o runthe ision sl TIDB on AR, just 2 our
[ —

= Benchmarking TiDB on ARM and x86

To make sure hat TOB gocs wellwith ARM for our applation, we ran
benchmarking tests between severs with ARM and 26 arciectures. We st

ourtest emronment s folows:

A s
U Two uawel Kunpeng | Twa e 2650 4 processors 12
520 processors (52 res.
cores) Ouing 1o el hyper-thread

Technology, s has i fct 28
cores ausable.

NUVA Fournaces T noces
Memary 12268 2sce
Dk TuoSSDsstmebks | Two SSDsystem disks

Ore NV coradid  One NUMe dta disk

Nework T

vers o from the same vendor, 50 thei network
conditions ar the same,

Based o 0wt own application model we s locus o smulate the online
Tecuestoad,Eech lient sent one request e secons We estd a e ot
o 300 millon s of sample data. Each operation ncludes Gt a st
P method. We sent 200000 AP requestsn ol

e disgram o shes th raqest per seconcl (5] reule. T k-
aprasants the number of et ncthe - £ th i o R5S
procescec

stz 5
Wher ther ar 50,0, 150, and 200 et 3RM peforms sighty siower
than s, i s scceprae

e s testd theresponse latencyof the G, 43, and 1 methods

4P e occurs when here are bt 150 et When he numbar of

ceads 150, eve 2 acd mara liens, e RPS won' et igher,
It the tency might cntine o rise.

From s et we know that TIOEs performance I not significantly diferet

At the nd o 2019 we migrated our data o TIDB. Bfore the migraton, we

Homever,afe the igraton, the number of o requests ot th same time.
Sl dropstolss than B other werds, 110 edce the numberofslow
tscuests n o applcaton by 10 times

e s migrated TOS to ancther 2t centr. Tne AP servr anel TIOR wrs

Evenhen e netwrk sty i

e 1-2 e TI0B sl improved the
ovaral ez, This s mars i exciin.

 ARM-oriented performance tuning

e s e the performance of our TIB clustrsspeciicallyfor the ARM

ncitectare The g maily focused on Tarsparent HogePages (T-9) and
NUMA binding.
hanks 0 PingCAP, e found st TP it a cifrence n AR

perormnance, When thetest s volume e bt 100 G, TH8 might st
i TV ot of mémery consitan, o v sranglyrecommend dissling THP
oA,

O our pla four NUMA ades. On ARM,
sing. fthe
efauh, the mare NUMA nodes ther ae,the higher latency, Thereiors

conespording NUMA rces

’ hat e
it st e perormance tuning, At we adjusted the NULA
configuration, the benchmaring resls bhysen AR and 36 e amost
thesame:
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5 sl f 0085 s g e
= Conclusion

108 e rlped Ut bl = more tabl and facer it esming

s shout TOE an ot run TDE o1 AR



